In biologically inspired neural networks, the activation function is usually an abstraction representing the rate of [action potential](http://en.wikipedia.org/wiki/Action_potential) firing in the cell. In its simplest form, this function is [binary](http://en.wikipedia.org/wiki/Binary_function)—that is, either the [neuron](http://en.wikipedia.org/wiki/Neuron) is firing or not. The function looks like ![\phi(v_i)=U(v_i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHAAAAAVBAMAAABs93eRAAAAMFBMVEX///8AAAB0dHS2trZiYmJQUFBAQEDm5uYiIiKenp4MDAzMzMwwMDAEBASKiooWFhbMXze2AAACHUlEQVQ4EWVUMYjUQBR9l2STze1md0Hh7Awcp41CsLAQlCC6IIhcc5WC6yke2hg7kS22PQSJpVyzYKNdtD4woAg2cu1hE20sLFz0en1/JplkzYf58/77783+ZHYXqCIpgVcR7d20DKCmk5VCK2o7SuZm1ak0IYlrFYkdgzTwHp7cwa8TIZzUdLTG5mf0ckNODSqBOwK8CbBfN7TGItHNDOvWB2tudQb4JJ8ZCbTGIfG+Jm3qluJxzFfAoRY1qzVivFqTOGhggd8iZXQ2G7xoNu5vA8954pnUUp7dhkDgHS4e3i2Ad59xVihQ8yQN3Rhf2evk/pqQ9yQ9+isxE/ia6yUQZEB8Cy8S4ah5g7A3Ah17wxgzIbck1eEdJ94EVhL42RG6qrOFTk7jGkZA8jZBbM+BcW0SNDjGJEZeCpUOLrAeIyjs1B+JEbc5CrKWUV1jrIzoLGjsKeNKZqGfy6g44ijc9Kj1M7oLPn+iRgWfZk8k1ASRg4sJXrE45GnXI4AvuRnWHDhHYpWtIEXsfGCxDWfi2H+ALyx+46c1LQCWS3GIQUyiXwDDcJCdFi01G+MrnOMUi/3LkRdwP+BqxvTTAymtCe/64zoS6csKufBUEoMH+BOFWsmba0oOUJpYajeSzBF+oJ9p2Mp3NTO8lGhNLLWXS+Y3osB5jdq5/L25N6A0vVRJvhthbtB/YBAaIjcI1b+BurKaXkLrVcVr/QcalG2Z8om/vAAAAABJRU5ErkJggg==), where ![U](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOBAMAAADtZjDiAAAAMFBMVEX///8EBATMzMy2trZQUFBiYmKenp4iIiIwMDB0dHSKiooWFhYMDAxAQEDm5uYAAABLyAPXAAAAAXRSTlMAQObYZgAAAF9JREFUCB1jeHt+LwPX+Z0MDPcZGBheAPFxIE5jYOD7CqQdGBi4PkNo3g9AOoCBgaeAgYHNgIHhPZDNAhRaD2SDaH8gVgXiO0DsB8QTgcomAGmeBQwzgRQD3927QJUMAPpwE6fmYLSuAAAAAElFTkSuQmCC) is the [Heaviside step function](http://en.wikipedia.org/wiki/Heaviside_step_function). In this case a large number of neurons must be used in computation beyond linear separation of categories.

A line of positive [slope](http://en.wikipedia.org/wiki/Slope) may also be used to reflect the increase in firing rate that occurs as input current increases. The function would then be of the form ![\phi(v_i)=\mu v_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF4AAAAVBAMAAAA9Y0TyAAAAMFBMVEX///8WFhaKiooEBAQwMDDMzMwMDAyenp4iIiLm5uZAQEBQUFBiYmK2trZ0dHQAAABluGXvAAAAAXRSTlMAQObYZgAAAYlJREFUKBV9kzFIw0AUhn9pS5rkkuJuJUtBF+0irsHZIYK7DoKTkMU9uAhOAYs4xk2lCM4uGUShSgkIDi5mcLJL1oKK75Lc9axtf2juf+//en15UEAoLI0uGrNP0ytzO5kNUprS51FSV9JNMRbdWHNl2JFuirGpXxfjAIY/hRNtRmZLFIAVjPxEx/knJWkrfoIdXN8AR/QKH76do8djkB3gNJTpuZ8aMdYAZrrakKNd/riY5wq4rUdYHaX7SGsZCDyci5HndxxS1HBwKVPTJX6IDAh3QsTWLtBTWG7fQyzItOJYvpZxHrdADO8//wD9W6YNz0bV5fPQJRrRQD6PMv8JtIz/RJ5WEoaXEAfErYPhPgFoXX/0AyNIRcoiZjWBDSIW0bI7DkClKusLr1Es00HvOQQ+idjuJ3qFzrZK0573+q3NRKb0jqSzkqHvaVHpy4PWL8RvLXiD5uZqLqPqFVY8af1ClJa87ha9roM3kZYnrV+IUtT8vFoRPbjSFWZprC5K+Tdko+smgL/l+2UB3yhU9AAAAABJRU5ErkJggg==), where ![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAANBAMAAABvB5JxAAAAMFBMVEX////MzMwwMDBQUFB0dHSenp4MDAxiYmIWFha2trZAQEDm5uYEBAQiIiKKiooAAADoe+fAAAAAAXRSTlMAQObYZgAAAFBJREFUCB1jYOC7wMCzgYGBdwHDewYGBv4HDGuB1PwNDO1AqoyB+yeQusXA+gFIfWfganBg4PzMMGNBAQN7UkmgugBIGwgAtYEAUBsIPAKTAMwpE4mY+E4SAAAAAElFTkSuQmCC) is the slope. This activation function is linear, and therefore has the same problems as the binary function. In addition, networks constructed using this model have [unstable convergence](http://en.wikipedia.org/wiki/BIBO_stability) because neuron inputs along favored paths tend to increase without bound, as this function is not [normalizable](http://en.wikipedia.org/wiki/Normalizing_constant).

All problems mentioned above can be handled by using a normalizable [sigmoid](http://en.wikipedia.org/wiki/Sigmoid_function) activation function. One realistic model stays at zero until input current is received, at which point the firing frequency increases quickly at first, but gradually approaches an [asymptote](http://en.wikipedia.org/wiki/Asymptote) at 100% firing rate. Mathematically, this looks like ![\phi(v_i)=U(v_i)\tanh(v_i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALkAAAAVBAMAAADoXVL6AAAAMFBMVEX///8WFhaKiooEBAQwMDDMzMwMDAyenp4iIiLm5uZAQEBQUFBiYmK2trZ0dHQAAABluGXvAAAAAXRSTlMAQObYZgAAAs9JREFUOBFllT1oFFEQx/+5j73bvduNdkKMrKKFTUwjaUQWwcZqBUEbMYWg4Nc1IojFYhBBLE4IYucVaojE5GxsBHmC+BFFDrQIKeRAG43KaSFGFJx5e/ve3O3Azf5n5vf+u/t27w7IopkTWcMeM8a1rZzKGBhBSC3OuG+ZyB0NE3Rys6xhGGQ+XRq9yMbw5Emp6977MY+tvwmyzLyhjXh/WUvL9H18upJyZDDXyrTn9egUrQFmVk/idJ5mdy8f8z4BdauCnEtxk50EqDQGGI9K+KFBWJzllPepU/cgj/qxkon+8baix0JaMH5CdS2kZEO7CwapD7u/thSKQrPc1UndJTPJ/ZCnJrS7ZLTP2v1FgB5J+VMj4EWo8m2LWCLNVyCZq0Bh6do8Ct/n4M9s+3qFdmbiZTzAsM+tRtdT2E0GtaiyzqZUUtrIsYnrk/S5QB/JLFA9GgLb4TRQvIs7hMVeNMCwzwl0yz2Q7fkRhYQWodbmbML9S5JbknlMNbt/RCmCE+E5cBz16QGGfGoRua+jBzSPNaH8abqJFi21UfhHmt0ls0w1u+PS0wSOYvfT7C4Z8imGfqPS4y4eAgpxzl2/7ormksncb3S9YXfpMxoHfHO84ZtRIe/+zth99zbQCZvUl0y6MwHG4CWxY69dMrQzxU4d75o4Q6un6M141qEH2qXCRjANfOBSMotUF8O6+xPVRDnWXTLkU2/V/XFgH9FbsCOYDYEROoOMKRQU15KhJai2D2MPjiRdx7pLhn3Wlt80gS9EH3rbcfkbMPxtmj2Q/jZIZpK48nWFlSefx44unaqde7D6q/3oT0cy2kcRiJucKHh6Uat8EkyllR/rjmBSH8Vtr78b4zuB/ZrLJ8GU4vxYdwST+ihuuxFnYCGE39IqnwSzmp+mHcFon3JD9ycMXzJqWFgmGh6Z2jLSx/6ZvTLksDCMfv2Hp2ltGJDPf3w42MJYg2DfAAAAAElFTkSuQmCC), where the [hyperbolic tangent](http://en.wikipedia.org/wiki/Hyperbolic_tangent) function can also be replaced by any [sigmoid function](http://en.wikipedia.org/wiki/Sigmoid_function). This behavior is realistically reflected in the neuron, as neurons cannot physically fire faster than a certain rate. This model runs into problems, however, in computational networks as it is not [differentiable](http://en.wiktionary.org/wiki/differentiation), a requirement in order to calculate [backpropagation](http://en.wikipedia.org/wiki/Backpropagation).

The final model, then, that is used in [multilayer perceptrons](http://en.wikipedia.org/wiki/Multilayer_perceptron) is a sigmoidal activation function in the form of a hyperbolic tangent. Two forms of this function are commonly used: ![\phi(v_i)=\tanh(v_i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIgAAAAVBAMAAABvbLv8AAAAMFBMVEX///8WFhaKiooEBAQwMDDMzMwMDAyenp4iIiLm5uZAQEBQUFBiYmK2trZ0dHQAAABluGXvAAAAAXRSTlMAQObYZgAAAm5JREFUOBF9VD9o1HAU/u5yub9JWjeHWrI46FBKQQSnIIIOChE6OOkNQgcVs3T2EA4LXSIWcfMEh1psPcW6dAkiKuchRwWRghDUxdbK4SDWye8ll39S8iAv3/ve9757v1wIEIU7ArWIyL/HshhQ37BHQ8Ygf3rUXY9Ukd4n8SYi8ShG+wH9jCm05sTNUK/zt1UrJpdiNAJqhrjjSzmbcKHeIFGNTgPUkx8JlZvJAFHZl7ItKYxQr7E4H1GA3kpwgJ5l6sBEHU+4UC8m7xIS0ylMWPyVqQMTrZviRL+zsgbc5GP55hjB/K2UgPDonxUXU9sOPs1MvbVR/vKjjaoJXDyNr4GS+nuOX/dwjA+8YVX2hH0s6cEBiZZAblK0MAecsOsWym08hGID3nPccKVP/Rx8dQhOzxc8tITckJQKmnDFU8BlaE2ULbzGmIuKPYFqoNpAw6LJHoaAe8mFpzeBXspAoDyTSv8gcDUw8cQEqHFKw0f2elBM3akMxQRPuSK45z4mtUks/2eCxjhN5B3qYcw2ULLkOJjgiryFx8k8E7/QxbKa3sQFePp5kVOvDDR8cHGNxXE6vxoA/LMyMQPvvokFLWVSpkxx4GnnqFyD1tH0Q8BJFpM4bCyZAMtMLKqO4qkLRsqkRFnBL9rfZY76nV6fu22zmH0/qCm8T/NKx4U+9MWft9e3fndf/P385Erj+qrR4Xt1dheuaOXyeOGuJAbNKp0A5aZaM2yLWaD3pK4PJHO1IyjZIczNq2G3sOmGek/qmiWZb5+JrRDl59H3ov4SgV51AvlUPGTFKAcU/bhpxQjRVw6am5A5aDfqUf8Paq+gNxDs13IAAAAASUVORK5CYII=) whose range is normalized from -1 to 1, and ![\phi(v_i) = (1+\exp(-v_i))^{-1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANIAAAAXBAMAAACMkgx2AAAAMFBMVEX///8WFhaKiooEBAQwMDDMzMwMDAyenp4iIiLm5uZAQEBQUFBiYmK2trZ0dHQAAABluGXvAAAAAXRSTlMAQObYZgAAAxtJREFUSA29VU1oE0EU/pofNz+7iUEPPVgJiAcvUoTiD0WiKIgIRqhne/OikIsgnoog4m3BIuIpCirGKgp6aUFXFMUqacCL9BTQQ7G0BsWfSkXfm9k3u5mEHvvBm/ne+2bmy8zsZoH1Qaq6Pj5IvIw5+aFpto+5aH0kKfVM4znRvGRVBiIvtNAyNSFGk0Kf/qldW6ICh0bo1KbsTVgC7hkmhLUbkvTv3Zpdz/kAh4Z28mgX6YrUMGlYSFhLD9rV7nysO6UsW9Ex22g02tBOBapnqmZormaoJqRlj4pTz33oMZesOZTeDUMp2sklfkLlqvEmIq6Y0o6ExYwl6jS9sbf8kUocCpHTOylRPxzjTJW2tpP7yJpDaTIMVpy5W9QuNh4CF+kqPtcKyuQyazGQBlhOiWczWPhefX7m/P7mkyoyZTPeLJOp0aVQGFyvtXMBRgA3X3FWuDzFzc0SY4IpaT1OC8jVcQDzwG84I+GF87hoGVoVHAan0U53QBbnBgJMcHnGaJooe2tPv+B1cDWgQ9sFDKLomzlmmTyJHIJ8hZxW0KEX+pSPwBsHZkULe9LsPTmry8tX4P3xldMcijQifZLhm2XcOm2QQpAsezWnw054DASoruWUKpU2lUr0wBd+qPl3qKU9ffXZaewQIzDL2E7FagGpCp8etsAhn/D0YvfU5/Scvzww+6Iue6LNCWQZ+/SSLRcffJylcbvh4lULoEexC6zZz94o7z+f/qacNmMDTRPIMrk2PREUArfuekPAQcq3YnthsgxQ2gXWbKdtfjbAbXzysQeJvUiVoxmyzAC5cxgszr73gS+UjzVbWX7dho2mCWvT/+7TKEL4H+Eda+L1Ko7vw2hz2kehrkTVyDLxN1erAXfXNGdHpx5y6URTeegkmjo9urHxqMCMf9yFMDjXCLjLhdsc2oGeD7FoanhKtbGGnj3Cg1iFKC2Dw9RzRAiY8n88Y6rM7303ROuuSqadrE8NLePVoULG0QtXU3ynqVQMExJpUon6+Z8BJ4k2t3Hw5nsOgAeYj7qrbz4+yWjxosWXrBxvqcAh+A8DpMAApPJBlgAAAABJRU5ErkJggg==) is vertically translated to normalize from 0 to 1. The latter model is often considered more biologically realistic, but it runs into theoretical and experimental difficulties with certain types of computational problems.

<http://ufldl.stanford.edu/wiki/index.php/Neural_Networks>